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The open source Xen project, led by Ian Pratt of the University of Cambridge and XenSource Inc., will arguably have a greater impact on the enterprise software industry than Linux has had. The Xen hypervisor is a lightweight, high-performance, secure virtualization platform that is now collaboratively developed by more than 20 of the industry’s largest enterprise IT vendors as an open industry standard for virtualization. Its architecture has tremendous advantages over existing virtualization technologies: It has broad hardware support through its reuse of existing operating systems such as Linux to safely virtualize I/O for other guests; it offers superb resource partitioning for performance isolation and security; and it can be implemented either as a virtualization platform or as an integrated component within an operating system. Xen has been ported to a wide range of hardware architectures, including x86, x86_64, the Intel Itanium, IBM’s PowerPC, the SGI Altix, and the ARM 9. It also is ideally suited to hardware-accelerated virtualization. For these reasons, and because Xen is freely available in source code form, every major OS vendor has either adopted Xen or the Xen architecture as a core component of the next major OS release for the x86 platform.

As a catalyst of change in the IT industry, the Xen project needs to scale its knowledge and skill base so that a competent IT pro can easily get a handle on the technology and how to deploy and use it. Cool technology can be adopted only as fast as human users can acquire the understanding and skills to use it. Perhaps more important, however, is the fact that the Xen project relies on the innovation of the community to continue the development of its feature set. It is therefore a great
pleasure and also a great relief to introduce this timely, thorough, and highly accessible guide to the art of Xen virtualization. This book demystifies Xen by placing it in a practical context that any IT pro who wants to get something working will immediately understand, while also providing a thorough grounding in the architecture and implementation of the hypervisor. It also takes an important step beyond the basics of Xen by offering a detailed tutorial on how to use the definitive platform implementation of Xen, XenEnterprise from XenSource. Although enthusiasts may want to dig into Xen by building it from source, most readers will be delighted to find included with this book a CD containing the powerful free XenExpress bare-metal hypervisor from XenSource ready to install for production virtualization of Linux and Windows guests.

It is my hope that this book will achieve two aims: encourage a new generation of contributors to the Xen project and foster broad adoption of the Xen hypervisor as a ubiquitous open standard for virtualization.

—Simon Crosby
CTO and Founder
XenSource Inc.

About the CDs

This book includes two CDs to help you consolidate Windows, Linux, or mixed deployment with XenExpress 3.2. This free, production-ready virtualization platform enables you to quickly get started with Xen virtualization. With XenExpress you can host up to four virtual servers running Linux or Windows (Intel VT or AMD-V hardware-assist virtualization technology is required for Windows) on a broad range of standard server hardware. XenExpress supports dual-socket servers with up to 4 GB of RAM, offering you all of the base performance, tools, and easy-to-use features of XenEnterprise. Easily installed and seamlessly upgradable to XenEnterprise or XenServer, XenExpress is the ideal on-ramp to Xen.
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Introduction

Virtualization is one of those buzz words that has been gaining immense popularity with IT professionals and executives alike. Promising to reduce the ever-growing infrastructure inside current data center implementations, virtualization technologies have cropped up from dozens of software and hardware companies. But what exactly is it? Is it right for everyone? And how can it benefit your organization?

Virtualization has actually been around more than three decades. Once only accessible by the large, rich, and prosperous enterprise, virtualization technologies are now available in every aspect of computing, including hardware, software, and communications, for a nominal cost. In many cases, the technology is freely available (thanks to open-source initiatives) or included for the price of products such as operating system software or storage hardware.

Well suited for most inline business applications, virtualization technologies have gained in popularity and are in widespread use for all but the most demanding workloads. Understanding the technology and the workloads to be run in a virtualized environment is key to every administrator and systems architect who wishes to deliver the benefits of virtualization to their organization or customers.

This chapter will introduce you to the core concepts of server, storage, and network virtualization as a foundation for learning more about Xen. This chapter will also illustrate the potential benefits of virtualization to any organization.

What Is Virtualization?

So what exactly is virtualization? Today, that question has many answers. Different manufacturers and independent software vendors coined that phrase to categorize their products as tools to help companies establish virtualized infrastructures. Those claims are not false, as long as their products accomplish some of the following key points (which are the objectives of any virtualization technology):

- Add a layer of abstraction between the applications and the hardware
- Enable a reduction in costs and complexity
- Provide the isolation of computer resources for improved reliability and security
- Improve service levels and the quality of service
Better align IT processes with business goals
Eliminate redundancy in, and maximize the utilization of, IT infrastructures

While the most common form of virtualization is focused on server hardware platforms, these goals and supporting technologies have also found their way into other critical—and expensive—components of modern data centers, including storage and network infrastructures.

But to answer the question “What is virtualization?” we must first discuss the history and origins of virtualization, as clearly as we understand it.

The History of Virtualization

In its conceived form, virtualization was better known in the 1960s as time sharing. Christopher Strachey, the first Professor of Computation at Oxford University and leader of the Programming Research Group, brought this term to life in his paper *Time Sharing in Large Fast Computers*. Strachey, who was a staunch advocate of maintaining a balance between practical and theoretical work in computing, was referring to what he called multiprogramming. This technique would allow one programmer to develop a program on his console while another programmer was debugging his, thus avoiding the usual wait for peripherals. Multiprogramming, as well as several other groundbreaking ideas, began to drive innovation, resulting in a series of computers that burst onto the scene. Two are considered part of the evolutionary lineage of virtualization as we currently know it—the Atlas and IBM’s M44/44X.

The Atlas Computer

The first of the supercomputers of the early 1960s took advantage of concepts such as time sharing, multiprogramming, and shared peripheral control, and was dubbed the Atlas computer. A project run by the Department of Electrical Engineering at Manchester University and funded by Ferranti Limited, the Atlas was the fastest computer of its time. The speed it enjoyed was partially due to a separation of operating system processes in a component called the supervisor and the component responsible for executing user programs. The supervisor managed key resources, such as the computer’s processing time, and was passed special instructions, or extracodes, to help it provision and manage the computing environment for the user program’s instructions. In essence, this was the birth of the hypervisor, or virtual machine monitor.

In addition, Atlas introduced the concept of virtual memory, called one-level store, and paging techniques for the system memory. This core store was also logically
separated from the store used by user programs, although the two were integrated. In many ways, this was the first step towards creating a layer of abstraction that all virtualization technologies have in common.

The M44/44X Project

Determined to maintain its title as the supreme innovator of computers, and motivated by the competitive atmosphere that existed, IBM answered back with the M44/44X Project. Nested at the IBM Thomas J. Watson Research Center in Yorktown, New York, the project created a similar architecture to that of the Atlas computer. This architecture was first to coin the term *virtual machines* and became IBM’s contribution to the emerging time-sharing system concepts. The main machine was an IBM 7044 (M44) scientific computer and several simulated 7044 virtual machines, or 44Xs, using both hardware and software, virtual memory, and multiprogramming, respectively.

Unlike later implementations of time-sharing systems, M44/44X virtual machines did not implement a complete simulation of the underlying hardware. Instead, it fostered the notion that virtual machines were as efficient as more conventional approaches. To nail that notion, IBM successfully released successors of the M44/44X project that showed this idea was not only true, but could lead to a successful approach to computing.

CP/CMS

A later design, the IBM 7094, was finalized by MIT researchers and IBM engineers and introduced Compatible Time Sharing System (CTSS). The term “compatible” refers to the compatibility with the standard batch processing operating system used on the machine, the Fortran Monitor System (FMS). CTSS not only ran FMS in the main 7094 as the primary facility for the standard batch stream, but also ran an unmodified copy of FMS in each virtual machine in a background facility. The background jobs could access all peripherals, such as tapes, printers, punch card readers, and graphic displays, in the same fashion as the foreground FMS jobs as long as they did not interfere with foreground time-sharing processors or any supporting resources.

MIT continued to value the prospects of time sharing, and developed Project MAC as an effort to develop the next generation of advances in time-sharing technology, pressuring hardware manufacturers to deliver improved platforms for their work. IBM’s response was a modified and customized version of its System/360
(S/360) that would include virtual memory and time-sharing concepts not previously released by IBM. This proposal to Project MAC was rejected by MIT, a crushing blow to the team at the Cambridge Scientific Center (CSC), whose only purpose was to support the MIT/IBM relationship through technical guidance and lab activities.

The fallout between the two, however, led to one of the most pivotal points in IBM’s history. The CSC team, lead by Norm Rasmussen and Bob Creasy, a defect from Project MAC, contributed to the development of CP/CMS. In the late 1960s, the CSC developed the first successful virtual machine operating system based on fully virtualized hardware, the CP-40. The CP-67 was released as a reimplementation of the CP-40, as was later converted and implemented as the S/360-67 and later as the S/370. The success of this platform won back IBM’s credibility at MIT as well as several of IBM’s largest customers. It also led to the evolution of the platform and the virtual machine operating systems that ran on them, the most popular being VM/370. The VM/370 was capable of running many virtual machines, with larger virtual memory running on virtual copies of the hardware, all managed by a component called the virtual machine monitor (VMM) running on the real hardware. Each virtual machine was able to run a unique installation of IBM’s operating system stably and with great performance.

Other Time-Sharing Projects

IBM’s CTSS and CP/CMS efforts were not alone, although they were the most influential in the history of virtualization. As time sharing became widely accepted and recognized as an effective way to make early mainframes more affordable, other companies joined the time-sharing fray. Like IBM, those companies needed plenty of capital to fund the research and hardware investment needed to aggressively pursue time-sharing operating systems as the platform for running their programs and computations. Some other projects that jumped onto the bandwagon included:

- Livermore Time-Sharing System (LTSS) Developed by the Lawrence Livermore Laboratory in the late 1960s as the operating system for the Control Data CDC 7600 supercomputers. The CDC 7600 running LTSS took over the title of the world’s fastest computer, trumping on the Atlas computer, which suffered from a form of trashing due to inefficiencies in its implementation of virtual memory.